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Given a loss function 𝑓(⋅) and a model 𝑥
with parameters in 𝑑 dimensions, the 

gradient ෡∇𝑓(𝑥) can be estimated by:

where 𝑧 is a random direction vector 

drawn from  the standard Gaussian 

Distribution 𝑁(0, 𝐼), and 𝜀 is a small 

perturbation step size.
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