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Our Approach

 * Equal contribution

Empirical Evaluation

Improving convergence rate of larger models by warmstarting training from a smaller model under Chinchilla compute-optimal training.

Initialize the larger model training run as a scaled up continual learning over the smaller model, assuming 𝞵P-enabled training pipeline.

● Scaling studies and large model trainings often do not have 
directly transferable hyperparameter settings.

● Prohibitive tuning cost at large scales lead to custom tuning 
decisions across different setups.

● Reducing training cost at larger scales by reusing trained 
smaller models.

● Leverage tuning decisions made at smaller model scales.
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𝜆shrink ∈R1; base → smaller model; target → larger model
θl → weights as tensor in layer l
Pad0  → zero pads a tensor to a larger tensor 
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Setup

● GPT2 architecture and vocab

● Sub-epoch training on the 
Slimpajama dataset [2]

● All models trained for a compute 
budget of 20 tokens per parameter [3]

● Trained with Adam with constant 
learning rate schedule [4]

Future directions:


