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Problems in prior research

® Computational cost
= Despite of mapping network, high computational costs are still required.
@ Neglect of rich image descriptions
Prior works only use retrieval data as a text prompt, not a visual prompt.
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Experimental Results

Evaluation on COCO, Flickr30k, Nocaps.
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Because the visual information in
the text is not properly reflected
in the image features.

Utilize retrieved texts (=hard prompt)
as visual prompts
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> ViPCap demonstrates competitive performance
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Evaluation on text-only captioning models.
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A white cow walking down the street next to some motorcycles
a cow walking down a street next to a building

Method

a cow walking down a street next to a pink building

= Converts text prompts into semantic features using learnable distribution.
= Retrieves semantic features aligned with patch-level image features.
= Fuse these features with FFN to generate visual prompts.

the charro or mexican cowboy is skilled in many techniques for control of
animal behavior including using roping

a man is riding a bucking brown horse

aman in an arena rides a bucking horse

A man in a hat riding a horse

Sampling process
= Sampling from Gaussian distribution
= Capture for fine-grained visual information | x ¥ —

a man riding a horse in a dirt field
a man in cowboy hat riding a horse

u=H,(T+a- w,

= Add learnable vectors - o = Hg(T) a cat sits in the middle of pavement as a bird swoops down
a bull and flock of pigeons on a street
......................................................................... an animal surrounded by a flock of birds

R: Retrieved semantic feature A catlooking at a large group of pigeons.

R ; a white and black cat sitting on top of pigeons

an orange and white cat sitting on the ground near a bunch of pigeons
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