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▪ Insufficient Guidance by Textual Instruction
• Rely solely on textual instructions for guidance, lacking the capability 
to process motion or multimodal inputs. 
• Textual instructions are often brief and ambiguous, making them 
insufficient to achieve the desired outcomes in many scenarios.

▪ Restricted to motion generation 
• Prevent them from performing related tasks such as motion annotation 
or generating text-based descriptions of motions.

Motivation

Limited to unimodal inputs and outputs

§ Multimodal Conditional Representation and Editing (MCRE)
• Designs a motion adapter to align motion with CLIP’s text representations, 
leveraging its rich semantic understanding.

§ Contrastive Text-Motion Variational Autoencoder (CTMV)
• Aligns text-motion pairs into a shared latent space via transformer-based 
encoders leveraging contrastive learning.
• Offloads the task of generating high-frequency details of different 
modalities to the autoencoder
• Enables the diffusion to focus on the high-level semantics generation. 

Method

Conclusion
▪ Overcome the limitation of single-modal inputs and outputs 

• Demonstrate advanced effectiveness and generalization across 
multiple tasks, including text-driven motion generation, motion 
captioning, motion completion, and multimodal motion editing.
•Text-Driven Motion Generation

•Multimodal Motion Editing
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▪ Training Data--HumanML3D dataset
•Comprising 14,616 motions and 44,970 
descriptions. 
•Data span various domains daily activities, 
exercise, and artistic performances.
•With an average duration of 7.1 seconds 
per action and an average description length 
of 12  words.

Experiments Results

▪ Demonstrate advanced effectiveness and 
generalization across multiple tasks 

• Text-to-Motion

▪ Training Strategy
• Jointly training by training losses, which is 
composed of reconstruction and alignment 
losses.

▪Reconstruction Loss:
• Cross-Entropy Loss for Text
• L2 loss for Motion

▪ Alignment Losses
• Cosine loss 
• KL Loss.

• Motion-to-Text

• Multimodal Motion Editing
1) motion based

2) multimodal based

• Motion Completion
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