
Fine Tuning and Adaptive LLMs
● Self-adaptive LLMs would let models adjust to tasks in real-time.
● Traditional training tries to optimize for all tasks at once but is inefficient.
● Expert modules could help but face issues with large number parameters, 

overfitting, and composition.
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A self-adaptation framework that adapts LLMs for unseen tasks in real-time.

In training, we tune the scales of the singular values of the 
weight matrices to generate a set of “expert” vectors.

In inference, a two-pass process is adopted where the first applies 
the task- specific expert and the second generates the answer.

Training Experts Vectors
Expert vectors are trained through reinforcement learning, using 
KL-divergence as a regularization technique. 
● Reduces dependency on specific training datasets
● Allows direct task-specific feedback to improve model performance

● Singular Value Finetuning

● Adaptive Inference

● Explore model merging techniques to overcome the limitations of 
SVD experts' dependency on base models.

● Investigate ways to reduce computational costs when scaling to 
multiple specialized domains.

● Leverage advanced techniques to develop more powerful 
adaptation strategy.


