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Problem: Contextual Sparsity Struggles at Complex Generation 

Observation: Oracle Correction Mechanism + SD Discussion

Zoomed in of the region

Error Analysis: Three Categories of the Accuracy Crashes Experiment Results

Overview of Sirius: An Efficient Correction System for Contextual Sparsity

The error happens in the middle and then propagate forwards towards the wrong end-results. 
Correcting these wrong tokens (roughly 10% of them) recovers the Sparse models performance fully. 

Sparse Models Output not Trust-worthy + Sirius as a Compression Method

Efficient Implementation + Hardware Speedup

Checkout the project page for more 
details and Code! 
For laptop users search for: 
https://infini-ai-lab.github.io/Sirius/

Offloading (PCIe bandwidth 25G/s) 

• Full Model Weights in GPU Memory 
(as Contextual Sparsity Requires) 

• Sparse Model Signals unreliable

• Verification with Long Period (16+) 

• During check, direct rewrite of KV
Cache (Shared) + Interleave with 
the Correct Tokens 

• Rejects unlikely tokens (based on 
Confidence threshold, not frequent
on average accepting 15/16 tokens)

• The efficiency is further boosted by 
building Efficient Decoding Tree on 
the sparse model side 

(a) Sparse Model often gets too confident when making the mistakes; (b) and (c) studies Sirius as a 
compression method against sparse methods; 


