
Motivation & Methodology

❖ Background: Long-term, open-domain conversations over multiple sessions conversations challenges the LLM-powered conversational agent[1,2],

as they require the system to retain past events and user preferences to deliver coherent and personalized responses.

❖ Findings: 

❖ We first systematically investigate the impact of memory granularities on retrieval augmented conversational agents, and find that 

commonly used  turn-level[3], session-level[4], and summarization-based methods[2,5] all exhibit limitations.

❖ Redundancy in long-term conversation acts as noise, hindering accurate memory retrieval[6].

Methodology

Experiments & Discussion

❖ Overall Effectiveness: SECOM, which constructs memory bank at 

segment level, outperforms SOTA baseline approaches. Moreover, 

more light-weight segmentation models remain effective.

❖ Effectiveness of the Conversation Segmentation Model: our 

segmentation model is well suited for unsupervised scenarios.
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Summary-based methods 𝐬𝐮𝐟𝐟𝐞𝐫 𝐟𝐫𝐨𝐦 𝐢𝐧𝐟𝐨𝐫𝐦𝐚𝐭𝐢𝐨𝐧 
𝐥𝐨𝐬𝐬 that occurs during summarization.

Session-level memory is too coarse-grained, containing 

too much irrelevant information, 

which distracts both the retrieval module and the LLM.
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Turn-level memory is 𝐭𝐨𝐨 𝐟𝐢𝐧𝐞-𝐠𝐫𝐚𝐢𝐧𝐞𝐝, leading to 
𝐟𝐫𝐚𝐠𝐦𝐞𝐧𝐭𝐚𝐫𝐲 𝐚𝐧𝐝 𝐢𝐧𝐜𝐨𝐦𝐩𝐥𝐞𝐭𝐞 𝐜𝐨𝐧𝐭𝐞𝐱𝐭 
and misses essential interaction turns.

Our SeCom can better capture topically coherent units, 

balancing 1) 𝐢𝐧𝐜𝐥𝐮𝐝𝐢𝐧𝐠 𝐫𝐞𝐥𝐞𝐯𝐚𝐧𝐭 𝐢𝐧𝐟𝐨𝐫𝐦𝐚𝐭𝐢𝐨𝐧 and
2) 𝐞𝐱𝐜𝐥𝐮𝐝𝐢𝐧𝐠 𝐢𝐫𝐫𝐞𝐥𝐞𝐯𝐚𝐧𝐭 𝐜𝐨𝐧𝐭𝐞𝐧𝐭.

❖ Ablation on Compression Denoising: removing compression-based 

denoising mechanism leads to performance drop, particularly on 

the long-conversation benchmark LOCOMO.
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Figure: memory granularity impacts (1) retrieval accuracy 

and (2) response quality.

Figure: Illustration of retrieval augmented conversation agent with different memory 

granularities. Ours (segment-level memory) can better capture topically coherent unit.

❖ Methodology: 

❖ Introducing a conversation segmentation model that partitions long-term conversations into topically coherent segments, constructing the 

memory bank at the segment level:

❖ Removing redundancy from memory units prior to retrieval by leveraging prompt compression method[7]: 

❖ Integrating these two technologies into a unified system, SeCom, towards better personalized conversational agents. 

𝐑𝐞𝐝𝐮𝐧𝐝𝐚𝐧𝐜𝐲 in long-term conversation 𝐚𝐜𝐭𝐬 𝐚𝐬 𝐧𝐨𝐢𝐬𝐞 
𝐟𝐨𝐫 𝐫𝐞𝐭𝐫𝐢𝐞𝐯𝐚𝐥 𝐬𝐲𝐬𝐭𝐞𝐦𝐬 and prompt compression helps. 

Prompt compression method like LLMLingua-2 removes 
such redundancy, 𝐢𝐧𝐜𝐫𝐞𝐚𝐬𝐢𝐧𝐠 𝐭𝐡𝐞 𝐬𝐢𝐦𝐢𝐥𝐚𝐫𝐢𝐭𝐲 between the 
𝐪𝐮𝐞𝐫𝐲 𝐚𝐧𝐝 𝐫𝐞𝐥𝐞𝐯𝐚𝐧𝐭 𝐬𝐞𝐠𝐦𝐞𝐧𝐭𝐬 and 

𝐝𝐞𝐜𝐫𝐞𝐚𝐬𝐢𝐧𝐠 𝐭𝐡𝐞 𝐬𝐢𝐦𝐢𝐥𝐚𝐫𝐢𝐭𝐲 𝐰𝐢𝐭𝐡 𝐢𝐫𝐫𝐞𝐥𝐞𝐯𝐚𝐧𝐭 𝐨𝐧𝐞𝐬. 


	幻灯片 1

