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Research SummaryProblem Statement: 

• Evaluation of recommender system modes need high 

quality user behavior simulation.

• Current LLM-based approaches are limited in either 

scalability and/or personalization capabilitites.

Key Challenges:

• Utilizing large-scale user-item interaction data.

• Overcoming pre-training biases in LLMs.

• Ensuring scalability for millions of users.

Proposed Solutions:

• Fine-tune SLMs using LoRAs to create cost-effective,

scalable user agents.

• Introduce personas or user clusters to balance model

complexity and personalization quality.
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Methodology Overview

1. Distilling User Preferences

• Use hierarchical self-reflection to extract short-term (Ms)

and long-term (Ml) memories from user interactions.

• Enriched descriptions improve user-agent grounding.

2. Clustering and Fine-Tuning:

• Group users into personas based on text-embeddings.

• Train persona-specific LoRAs to enhance efficiency.

3. Memory Utilization:

• Short-term memory (Ms): General user traits.

• Long-term memory (Ml): Detailed interaction history.

Implementation

Results

✓ Persona-based LoRAs outperforms a single LoRA based model.

✓ Incorporating long-term memory enhances personalization.

Key Findings

• Dependence on high-quality LLM outputs for distillation.

• Computational cost of hyperparameter tuning for LoRAs.

• Optimize persona generation using lightweight features.

• Explore alternative parameter-efficient fine-tuning methods.

Future Work and Limitations
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