
What is Machine Unlearning?
● Removal of specific knowledge from a pre-trained model without 

impacting its remaining knowledge.
● Applications: protecting privacy and rights under regulations like 

GDPR, correcting inaccuracies, and removing harmful data.
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How to Unlearn?
● Forgetting via negation[1]

○ Adjust the model by subtracting the sum of the task vectors.

[1] Ilharco, Gabriel, et al. "Editing models with task arithmetic." The Eleventh International 
Conference on Learning Representations.
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Challenges of Machine Unlearning
● Highly sensitive to the hyperparameters used for fine-tuning.
● Trade-off in unlearning performance and retaining performance.

● Effective unlearning requires the fine-tuned model to maintain high 
performance on the forget set without degrading performance on 
the retain set.

● To achieve this, merge them all instead of selecting just one.

Overview of NegMerge
● Hyperparameter tuning generates multiple fine-tuned models.
● Merge all models based on the sign consensus of task vectors.

● Elements that consistently show the same sign across task 
vectors are attributed to the forget set. 

● Components that exhibit differing signs are considered less related 
to the forget set.
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Conclusion
● Propose a novel machine unlearning technique, NegMerge, based 

on task arithmetic and model merging.
● Tested on the CLIP ViT models and the standard ResNet18 

classifier, achieving SOTA across nine datasets.

Experiment Results
● Unlearning on CLIP ViT Models.

○ achieves the best reduction in accuracy on the forget set.

● 10% Random Data Forgetting on CIFAR-10 using ResNet-18.
○ achieves the smallest average gap of 1.07.

● Impact of Sign Conflicts on Unlearning: Grad-CAM 


