
Empowering LLM Agents with Zero-Shot Optimal 
Decision-Making through Q-learning

Motivation
• Generalization. LLM agents leverage the general ability of LLMs to make 

zero- or few-shot decisions but fail in making optimal decisions.

• Optimization. Agents trained via reinforcement learning (RL) could make 

optimal decisions but require extensive environmental data. 

• Overall. We combine the zero-shot of LLMs with the optimality of RL. We 

construct an imagination space fully based on LLM to perform imaginary 

interactions for deriving zero-shot policies, and employ Q-learning to derive 

optimal policies from transitions within memory. Optimizing LLM Agent with Q-Planner

We develop an RL-style LLM agent framework, which contains a memory 

module, a Q-Planner, and an LLM-based imagination space. 

• Q-Planner. Applying Q-learning to a task-specific replay buffer D extracted 

from the domain memory, aiming to reduce the exploration space.

• Replay Buffer. An initial replay buffer stores the transitions along the 

optimal trajectory, and the agent keeps exploring to expand it. 

• Imaginary Interaction. An LLM-based basic policy and world model are 

established to perform imaginary interactions. 

• Environmental Interaction. MLAQ agent explores the imagination space 

to derive the optimal policy using the Q-planner, and then outputs actions to 

interact with the environment.

Contribution
We propose Model-based LLM Agent with Q-Learning (MLAQ), a novel LLM 

agent framework without accessing any environmental tools. The main 

contribution is three-fold. 

• Zero- or Few-Shot Optimization with LLMs.  MLAQ integrates a Q-planner, 

memory, and imagination space to implement decision-making and 

optimization paradigms with MDP properties in natural language.

• Efficient Exploration in Imagination Space.  An MCTS-style planning 

approach is proposed to balance exploration and exploitation within the 

imagination space. We efficiently guide the exploration without the need for 

environmental tools, ensuring a sub-linear regret bound.

• Against Hallucination.  A mixed-examine mechanism is proposed to improve 

the quality of imaginary transitions. It uses LLM-based self-examine to 

eliminate erroneous transitions from the memory and refines the world model.

Experiments

• Environments.We conduct experiments on the BlocksWorld benchmark  

for single-agent setting and the RoCo-benchmark for multi-agent setting.

• Baselines. We compare MLAQ with CoT, RAP, Rex, RAFA, and RoCo. 

In line with RAP, we group all tasks by their optimal steps, indicating the 

length of the tasks' optimal decision sequences. 

• Experimental Results. MLAQ truly achieves zero- or few-shot optimal 

decision-making without using environmental tools, and its performance 

far exceeds existing LLM agents

The planning approach in the imagination space. (a) Imaginary interaction process. (b) Imagine a new transition with self-examine. 
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Method

The model-based framework for MLAQ

LLM-based Imagination for MLAQ

• Exploration in LLM-based Imagination Space. We present an MCTS-

style planning method that balances exploration and exploitation while 

using only LLMs to generate imaginary transitions.

• In short, we propose a variant of UCB specifically designed for exploration 

in LLM agents with unknown available actions, and theoretically satisfies 

a sub-linear regret bound:

�∗ = argmax�∈�(�)vUCB(�, �) = argmax�∈�(�)  � �(�, �) + �  �(�), � �(�, �)    

• Overall. Through the interaction between LLM based basic policy and 

world model, a large number of imaginative transitions were generated 

without contact with the environment, and mixed examination was used to 

improve the accuracy of these transitions as much as possible. Q-learning 

was then used to obtain the optimal strategy.

Interactive Website: http://mlaq.site

Code Link: https://github.com/laq2024/MLAQ

Experiment results on BlocksWorld

Experiment results on RoCo-Benckmark (Sort domain)

Ablabtion results about domain memory, self-examination, and env-examination


