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Framework

via the incorporation of block skipping and caching techniques.

MD-DIT, a one-to-many unified framework that realizes a mixture-of-depths across different timesteps

Our contributions are as follows: L
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gradient-free search method to
identify a more compact model,
Improving diffusion transformer
acceleration.
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CLIPScore: A Reference-free Evaluation Metric for Image
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FlashEval: Towards Fast and Accurate Evaluation of Text-
to-image Diffusion Generative Models

Experiments

setting, where we have accomplished a 59% reduction.

Through extensive experiments, we have successfully compressed the LCM-4Step model with a 20%
reduction in Multiple-Accumulate Operations (MACs). This achievement is further amplified in a 40-step

(a) LCM Pixart-Alpha for MSCOCO-2017
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Orlglnal (c) Pixart-Alpha for MSCOCO-2017 with
_ T=40. The correspondent Clip Score for
-56% %  each method is 30.45, 29.9, 30.2, 30.4,
30.4. respectively.
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