
Our method learns dynamically the relevance of each domain 
in the merging process:

We focus on merging LoRA adapters in DIL scenarios
LoRA is a PEFT technique, where the model updates
are computed as: 

ADAPTIVE LORA MERGING FOR 
DOMAIN INCREMENTAL LEARNING 

Introduction1

Our contributions
Analysis of the performance of state-of-the-art
LoRA merging algorithms on DIL tasks
Novel merging method that dynamically computes the
importance of each task

Background2

Results4
For fixed-coefficients method, picking
the merging weights wrongly leads to
huge performance loss 
Our adaptive-coefficients approach
learns the importance of each
adapter in the merging, assigning
different weights according to the
complexity of each task
 By introducing bmax, we improve
model robustness, with small
performance variations
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Foundation models fine-tuned with PEFT methods
perform well under strong iid assumptions but lose
performance in dynamic contexts like DIL scenarios.

Adaptive LoRA Merging3

We compare linear merging, TIES and DARE+TIES
with different weights value
They heavily rely on manual coefficients selection,
which makes it hard to pick the optimal configuration

where bmax is a hyperparameter, allowing for adaptive coefficients scaling.
We use a small memory buffer to learn the coefficients, with as low as one
sample per class.


