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Motivation: Are Lower-layers Useless?

Theoretical Analysis
• The features extracted from each layer differ, not only in image encoders but also in text 

encoders.

• Lower layers may contain their unique information that is not preserved in the upper layers.

Result

Methodology: Layer-wise Feature Aggregation

Learning EfficiencyDomain Generalization

Qualitative Result

• This work suggests that combining and utilizing existing lower-layer features, without 

the need for extracting new ones, can enhance model generalization performance at 

minimal cost. It has demonstrated improved performance in both Domain Generalization 

and Few-shot Image Classification.
 

• It requires less memory than QLoRA, an efficient fine-tuning approach, and outperforms 

MIRO, a model known for its strong performance in domain generalization. This method 

achieves better performance at a cost similar to that of a linear probing model, which 

trains only the projection weights of the final layer.
 

• LFA’s compatibility with CLIP-based models and its efficiency highlight its practical 

value.

Conclusion

Paper Code 

Top Left: Top-5 most similar images with the text

‘a photo of a dog playing on a ground.’, shown in

the n-th layer of the text encoder. 

Top Right: Error-cases when using only each layer.

Bottom Right: Correct-case count in other layers for 

error-cases in the 12th layer.

For a neural network with L layers, we define the function 𝑓𝑙 at each layer l as a product of weight 

matrices: 𝑓1 = 𝑊1, 𝑓2 = 𝑊2𝑊1, and generally, 𝑓𝑛 = 𝑊𝑛 ⋯ 𝑊1 for n = 1, ⋯ , 𝐿. Therefore, basic 

default model ෩𝑊 = Π𝑙=1
𝑛 𝑊𝑙. The rank of the intrinsic dimension monotonically decrease with depth: 

𝑟𝑎𝑛𝑘 𝐴𝐵 ≤ 𝑟𝑎𝑛𝑘 𝐴  𝑎𝑛𝑑 𝑟𝑎𝑛𝑘 𝐴𝐵 ≤ 𝑟𝑎𝑛𝑘 𝐵 , 𝑟𝑎𝑛𝑘 ෩𝑊 = min(𝑟𝑎𝑛𝑘 𝑊1 , ⋯ , 𝑟𝑎𝑛𝑘(𝑊𝑛))

Define the simple LFA as: LFA(W) = 𝐶1𝑊1 + 𝐶2𝑊2𝑊1 + ⋯ + 𝐶𝑛𝑊𝑛 ⋯ 𝑊1 = σ𝑙=1
𝑛 𝐶𝑙 Π𝑘=1

𝑙 𝑊𝑘  

Then, the rank of the default model, denoted by ෩𝑊, 𝑟𝑎𝑛𝑘 ෩𝑊 = min 𝑟𝑎𝑛𝑘 𝑊1 , ⋯ , 𝑟𝑎𝑛𝑘 𝑊𝑛  is 

lower than the rank of LFA model, rank(𝐿𝐹𝐴(𝑊)) ≥ 𝑟𝑎𝑛𝑘( ෩𝑊).

• Prevent overfitting caused by rank diminishing and enhance domain generalization performance

Theorem 1. Principle of Rank Diminishing

Theorem 2. Rank Preservation of LFA

• We propose a method that utilizes an attention mechanism to integrate unique features from 

lower layers with abstracted features from upper layers.

• This simple approach enables the utilization of richer features at a low computational cost.

• By utilizing the lower layer features that have already been extracted, it is possible to 

enhance the model's generalization performance without incurring additional computational 

costs.

Few-shot Image Classification

Overview

• We introduce the Layer-wise Feature Aggregation (LFA) method, a novel approach that 

significantly mitigates the computational burdens commonly associated with the fine-tuning 

of pre-trained models. 

• LFA optimizes at the output feature level, reducing computational load while enhancing 

performance with richer aggregated features.
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