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1.Zhou et al. (2023) propose Superficial Alignment Hypothesis, which suggests 
that a few high-quality examples are sufficient to teach pre-trained LLMs to 
follow natural human instructions. 

2.A line of work (Zhao et al., 2024) shows that IFT with 1K examples outperforms 
IFT with full datasets.  

3. IFT of pre-trained LLMs permanently modifies model parameters, which causes 
huge costs for diverse use cases. 

4. Lin et al. (2024) proposed URIAL, a method using three in-context examples to 
align base LLMs, achieving non-trivial instruction following performance.  

5. ICL allows LLMs to learn from examples without changing model weights and 
offers flexible model preferences for different applications.  

6. In particular, ICL is a promising capability for long-context LLMs that can 
potentially learn from many examples.

• Firstly, we conduct systematic comparison of URIAL to aligned models on MT-
Bench across different base LLMs, including GPT-4-Base.  

•We show that URIAL still significantly lags behind aligned models fine-tuned with 
more sophisticated approaches.

•We find that proper decoding schemes enable base LLMs to achieve reasonable 
instruction-following performance on MT-Bench.

A closer look at URIAL components
• Increasing the number of in-context examples progressively improves the 

performance of the base LLM.

Scaling up In-Context examples
Setups: 
- Base models: Mistral-7B-v0.2 (32k) and Llama-3.1-8B (128k) 
Strategies to select additional in-context examples: 
- Greedy search: select examples that greedily maximize the MT-Bench score 
using GPT-4-Turbo as the judge. 
- Sampling from IFT datasets: Instruct-SkillMix contains high-quality examples. 
Results: 
- Improved in-context alignment by greedy search 

- Scaling up in-context examples 

Conclusions:  
- Many-shot ICL can improve instruction following performance but fails to close 
the gap with aligned LLMs. 
- The data selection scheme via greedy search outperforms, with 1 to 3 additional 
examples,  the many-shot approach with random samples.

ICL vs IFT for Instruction Following
Setups: 
- Base models: Mistral-7B-v0.2 (32k) and Llama-3.1-8B (128k) 
- Datasets: Instruct-SkillMix (high quality), Evol-Instruct (medium quality) 
- Fair comparison of ICL and IFT in the low-data regime, ranging from 3 to 4K. 
Results: 

Conclusions: 
- We show that ICL and IFT with the same number of examples are roughly 
equivalent for single-turn conversations in the low-data regime. 
- IFT generalizes substantially better than ICL when more examples are present, 
especially for multi-turn conversations.
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