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• The unlearning for LLMs

✓ LLM pretraining on large amounts of data causes privacy
concerns (e.g., Personally Identifiable Information can be 
easily extracted from LLMs)

• The contributions of our paper
1. We point out the limitations of Gradient Ascent and 

propose Inverted Hinge Loss (IHL) for robust unlearning
2. We devise Fisher-weighted Initialization for cost-

efficient unlearning under LoRA

• Compute cost for unlearn. vs. post-unlearn. performances

• Exact unlearning
✓ Retrain LLM from scratch by filtering sensitive data
✓ Highly resource-intensive

• Approximate unlearning
✓ Removing knowledge of specific data instances without 

retraining
✓ Major Approach: Finetuning LLMs using Gradient Ascent (GA)
✓ Unstable optimization (unbounded loss) & high cost

• Gradient Ascent (GA):

• Low-rank Adaptation (LoRA):

• The analysis of GA
✓ The derivative of GA

✓ The limitations of GA
1. Gradient spread: reducing the score of the true token 

while increasing the scores of other tokens
2. Unbounded loss: maximizing the cross-entropy loss
3. Degradation of generative performance: 

causing uniform gradient updates to all sequences

• Inverted Hinge Loss (IHL) and its derivative

✓ The advantages of IHL
1. Mitigating gradient spread
2. Bounded loss
3. Preventing the degradation of generative performance

• Fisher-weighted Initialization of Low-Rank Adapters (FILA)
✓ Fisher information

✓ Relative importance                               to identify parameters 
important to 𝐷𝑓 (forget set) but not 𝐷𝑟 (retain set)

✓ Use to initialize LoRA adapters to accelerate unlearning

• Final loss function for LLM unlearning

where                              is the FILA-initialized LoRA weights

• Training Data Extraction Challenges (TDEC) dataset

• Task of Fictitious Unlearning (TOFU)

Unlearning criterion Measures for retaining knowledge


