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Motivation

• Misinterpreting negations in critical fields such as healthcare, law, and 

finance can result in profound societal consequences [32].

• Negations are underrepresented in benchmark datasets, limiting model 

exposure to diverse and complex scenarios [12,13].

• Language models often struggle to distinguish between opposite 

statements and perform worse with increased model size [1,13,20,39].

NegVerse Framework for Negation Generation

1 Mask Placement

• Blanks are placed on key components – e.g., verbs, adjectives, and

specific nouns.

• Diverse negations are inserted by masking individual tokens or the

entire subtree of a chosen token, based on their syntactic functions.

• Example of our 6 token selection rules:

The input sentence 𝒙 is masked at specific positions, and prompts are

generated using 𝒙 and the masked sentence 𝒄. A tuned model generates 𝑛

candidate negations ෡𝒳𝑔𝑒𝑛, which are filtered to remove degenerate outputs,

producing the final set ෡𝒳𝑓.

2 Prompt Design

(A) Parts of the input or the entire sentence are masked at different spans

using [BLANK].

(B) A training sample includes the input, masked sentence, and target

words. [ANSWER] separating spans and [SEP] separating context from

answers.

1. Normalize the original sentence (lowercase, remove punctuation and 

duplicates).

2. Exclude sentences that significantly deviate from the original.

3. Use NegBERT to identify sentences with negation cues.

4. Select a random subset of sentences from the generated text.

Experimental Results

Findings: NegVerse outperforms Polyjuice in closeness and text quality, preserving

lexical and syntactic structure better. Polyjuice has more diverse outputs but

reduces coherence, especially using subtree masking. Both methods perform

similarly in fluency and grammaticality using token masking.

Contributions Summary:

1. Propose NegVerse, a method to improve negation diversity, syntactic

preservation, and text quality over existing methods.

2. Introduce an efficient masking strategy for optimal negation placement at

token and subtree levels, ensuring fluency and meaningfulness.

3. Create a new dataset with affixal negations, offering a valuable resource for

training and evaluation.

4. Develop a filtering method to capture key negation cues and remove

degenerate outputs, improving the reliability of generated negations.

A GPT-2 based model was adapted through prompt tuning, updating only the

virtual token embeddings for negation generation. The training dataset

included 362 examples of affixal, non-verbal, and verbal negations, with

additional affixal examples from LLAMA2 to enhance diversity.

3 Inference

4 Filtering
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