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Motivation

• Goal: Learn a specific model, tailored to each prompt
• Requires automatic data selection (like with RAG)

How can we select data that effectively reduces
uncertainty about the response to the prompt?

Insufficiency of Nearest Neighbor Retrieval

Nearest Neighbor selects redundant data!

SIFT: Selecting Informative Data for Fine-Tuning

Idea: Select data that maximally reduces “uncertainty”
about how to respond to the prompt

1st step: Estimate uncertainty
• Surrogate model: logit-linear model s(f ⋆(x)) with

f ⋆(x) = W ⋆ϕ(x) [W ⋆ unknown, ϕ(·) known]:
s⋆(x) = s(f ⋆(x))︸ ︷︷ ︸

“truth”
sn(x) = s(Wn ϕ(x))︸ ︷︷ ︸

fine-tuned model on n data points

• Confidence sets: dTV(sn(x), s⋆(x))︸ ︷︷ ︸
error

≤ βn(δ)︸ ︷︷ ︸
scaling

σn(x)︸ ︷︷ ︸
key obj.

[with probability 1 − δ]
⇝ σn(x) measures uncertainty about response to x !

2nd step: Minimize “posterior” uncertainty

Theory: σ2
n(x) − σ2

∞(x) ≤ O(λ log(n))√
n

⇝ predictions can be only as good as the data and the
learned abstractions!

Test-Time Fine-Tuning with SIFT

Taking a single gradient step on each selected data point

1. SIFT selects informative data!

2. Test-time fine-tuning reduces next-token prediction
error of SOTA models!

Key Takeaways

• Test-Time Fine-Tuning is a promising approach to
improve LLM performance at test-time

• SIFT selects better data for fine-tuning than Nearest
Neighbor retrieval


