
Ensemble-based Offline Reinforcement Learning with 
Adaptive Behavior Cloning

Danyang Wang1; Lingsong Zhang1
1Department of Statistics, Purdue University

Boosting the performance with a pessimistic 
Q value ensemble

Adjust the extent of behavior cloning
 based on the quality of behavior policy
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Conclusions
• With adjustable behavior cloning, we effectively 

improved algorithm performance on inferior data.
• Benefiting from the ensemble approach, the 

performance is stable with low variance.
• EABC has a simple, intuitive structure, and a 

short runtime, while achieving state-of-the-art 
performance.

• One potential future extension could involve 
automating the determination of 𝑝. 

• Utilization of pre-known expert information can 
be immensely valuable. By leveraging such 
supervised information (confidence level 𝑝 
regarding the offline dataset), we can potentially 
avoid extensive parameter tuning and complex 
training strategies. 

Introduction
• Offline reinforcement learning (RL) algorithm TD3+BC [1] 

achieved state-of-the-art performance when it was proposed. 
However, it performs poorly on offline datasets with inferior 
behavior policy. 

• We propose an offline RL algorithm, Ensemble-based actor-
critic with Adaptive Behavior Cloning (EABC), built on 
TD3+BC, aiming to improve performance on datasets 
collected with inferior behavior policy. 

• We use a pessimistic ensemble of Q-value estimates to 
reduce variance, and leverage a weight function with user-
specified confidence level 𝑝 to adjust the extent of behavior 
cloning, accounting for the quality of the underlying offline 
dataset. 

• See Algorithm 1 to the left. The code is at the website: 
https://github.com/Penguin0007/EABC.

References
[1] Scott Fujimoto and Shixiang Shane Gu. A 
minimalist approach to offline reinforcement 
learning. Advances in neural information 
processing systems, 34:20132–20145, 2021.

Learning curves of EABC

NeurIPS 2024 Workshop on Adaptive Foundation Models


