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Analyses

Conclusion

Dynamic subset tuning

● Dynamic subset tuning (DST) is a parameter-efficient training approach 
that updates a small subset of the existing model parameters.
○ Strong and controllable regularization
○ More efficient storage

● DST is based on two core ideas:
○ Siloing encourages a more uniform distribution of the subset across 

the model.

○ Dynamic subset selection jointly optimizes the tunable parameters 
and the subset selection, i.e. the subset evolves during training.
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Results

● DST has a wider operational range than prompt-tuning and LoRA 
(down to ~1K free parameters for some tasks)

● Comparable or better performance to LoRA and prompt tuning with 
same parameter budget

● DST is suitable for fine-tuning large models on small datasets
● Small subsets can be loaded at inference time with small overhead

Serving latency (on-the-fly subset loading)

Subset convergence


