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Problem define

Our proposal: Training-free Dynamic Weight Interpolation (DaWin)

Result & Discussion

paper code

Task of interest

1. Robust fine-tuning aims to achieve strong out-

of-distribution (OOD) generalization while 

being adapted to in-distribution (ID) samples

2. Multi-task learning pursues establishing a 

unified framework that can solve multiple tasks

Motivation

Entropy as a measure of model expertise

1) Dynamic weight interpolation via entropy ratio 2) Efficient dynamic interpolation by mixture modeling

Model merging via weight interpolation

• Existing methods usually conduct static 

interpolation resulting in a single fixed model

• Existing dynamic interpolation methods 

commonly require additional non-trivial training

Q1) Could the finer granular merging achieve better performance? 

Q2) How could we determine the proper interpolation coefficients per sample?
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Theoretical analysis

Robust fine-tuning setup: ID v.s. OOD Accuracy trade-off

Accuracy v.s. Runtime trade-offMulti-task learning setup: average accuracy across eight domain-specific tasks

Entropy analysisAblation on expertise measure
Applications: dynamic output 

ensemble & classifier selection
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“DaWin produces interpolation coefficients 

biased towards the true expert models”
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Task1 Task2

Lemma 5.1

ImageNet ImageNetA

Entropy ratios are strongly correlated with X-entropy ratios 

even under distribution shifts!

• For test-time incoming samples, we gather prediction entropy from 

individual models to construct ratios of model expertise

• We use this ratio as our per-sample interpolation coefficient to conduct 

training-free dynamic weight interpolation.

• Reduce computational complexity induced by merging operations 

from N (number of entire samples in batch) to K (number of clusters)!

• We adopt Beta mixture model and Dirichlet mixture model 

based on the number of models to be merged

X-entropy with the true labels works well, 

but we can not access labels during test-time

𝜃λ = (1 − λ)𝜃0 + λ𝜃1

ratio of model expertise

Allows us to construct an edited model 

by mixing the characteristics of individuals
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