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ABSTRACT

OBJECTIVES

EXPERIMENTS RESULTS
GPT-4 Turbo. It relied heavily on the inverse prompt, often recommending 
further tests or medical scans rather than making direct diagnoses, though 
it followed a systematic approach and rarely ventured beyond the inverse 
prompt while questioning the participants. 

GPT-4o. Demonstrated strong sequential reasoning and required minimal 
bridging, excelling at formulating diagnosis as an inclusion-exclusion task. 
Conversations were short-to-medium in length

GPT-4o Mini. Struggled to retain context even after additional bridging, 
often focusing on providing remedies based on recent prompts rather than 
integrating past information. 

Gemini 1.5-Pro. Performed satisfactorily but hard iterated through 
symptoms, reasoning like a checklist. This resulted in longer 
conversations with heavy bridging. 

Claude-V3.5. Used inclusion-exclusion reasoning, similar to GPT-4o, 
which resulted in good progressive reasoning. However, in some cases it 
ended conversations prematurely due to over reliance on eliminations. 

Llama3.1-405B. Hesitated to diagnose, looping questions, and favored 
synthetic conditions over SB when narrowing down possibilities to those 
two. 

Mixtral 8×22B. Not exhaustive enough when querying the participants for 
information, asked tangential questions, often leading to insufficient 
information gathering and misdiagnosis. 

Mistral Large 2. Frequently jumped to conclusions without posing 
necessary questions, disrupting logical flow and causing diagnostic errors 
despite bridging attempts.

PROPOSED METHOD, FUTURE WORK, & 
SYMPTOM-LEVEL FINDINGS

Spina Bifida (SB) is a complex neural tube defect that presents 
multifaceted healthcare challenges requiring multidisciplinary 
management. While advances in foundation models (FMs), offer 
promising avenues for enhancing SB care through intelligent, 
context-aware support, existing models struggle to accurately identify 
and reason about SB's diverse symptoms. This study benchmarks 
eight widely used large language models (LLMs) through qualitative 
and quantitative evaluations, focusing on their ability to address the 
unique medical challenges of SB. We introduce an \textit{inverse 
prompting} technique designed to guide LLMs through a step-wise 
diagnostic process by incorporating a predefined symptom set 
relevant to SB, thereby preventing premature conclusions and 
improving diagnostic reasoning. Our evaluations reveal significant 
limitations in the LLMs' abilities to accurately diagnose SB-related 
conditions, underscoring the need for specialized approaches. 
Building on these findings, we propose a novel framework that 
integrates a structured, symptom-based knowledge base specific to 
SB, enhancing the models' contextual understanding and reasoning 
capabilities. This work highlights the potential of tailored AI solutions 
in improving access to care for individuals with SB, particularly in 
populations where gaps in knowledgeable providers persist. By 
addressing the shortcomings of general-purpose LLMs, our 
suggested framework aims to streamline SB care and improve patient 
outcomes, paving the way for more effective AI-assisted healthcare 
interventions in complex chronic conditions.

1. Benchmark eight LLMs through both qualitative and quantitative 
evaluations of their performance in addressing SB’s unique medical 
challenges. 

2. Introduce an inverse prompting technique, guiding LLMs through a 
structured diagnostic process using a predefined symptom set, 
ensuring more accurate and stepwise reasoning. 

3. Assess the effectiveness of inverse prompting with SB patients, 
using diagnostic accuracy (α) and error rate (ϵ) as metrics. 

4. Propose a novel framework based on the identified limitations of 
existing LLMs, designed to improve clinical outcomes for SB patients.

Evaluation Process:
1. 8 FMs were evaluated for diagnosing complications related to SB 
using reasoning and prompting methods.

2. 50 participants interacted with the models, providing qualitative 
feedback on their performance across common and obscure scenarios.

3. The model set’s performance is tested in reasoning through 
combining symptoms and asking follow-up questions to narrow down 
diagnoses.

Success and Failure Definitions:
Moreover, we define the success and failure criteria for the 
performance of LLMs as clinical FMs: 

1. Step-wise reasoning: The model should be capable of iterating 
through the requested information step-wise to avoid looping back 
into its reasoning. This prevents the model from hallucinating or 
repeatedly requesting similar information and being redundant. 

2. Well-timed conclusivity: Only after a detailed step-wise analysis 
should the model request more concrete modalities like specific 
imaging outputs (that may be accessible by the patient or their 
clinician) instead of jumping to a diagnostic result prematurely while 
bypassing steps in its way.

A multistage architecture is proposed to better handle diagnostic 
tasks through integrated patient-model conversation (Figure 1).

Module 1: 

- Directed corpus formation: Targets patient-specific 
information to narrow down diagnosis search space.

- Information retrieval: Focuses on retrieving relevant data 
rather than reasoning, decomposing it into viable tasks 
needing further inputs.

Module 2: 

- Planner module: Utilizes a vision-language planner for 
diverse input requests and better interpretation of web-based 
corpus related to conditions.

- Relational mapping: Maps top-level patient information to 
selected conditions.

- Conversation AI backend: Connects to the interface, 
facilitating information linkage with a memory unit across 
longer conversations.

Curating Specialized Datasets: Should incorporate diverse 
medical records (with emphasis on comprehensive data from the 
National Spina Bifida Patient Registry and other medical 
sources), clinical notes, and literature to enrich the knowledge 
base, increasing diagnostic reliability for complex conditions.

Larger Participant Cohorts: Enhances model effectiveness 
through varied patient interactions.

Prompting Strategy Experimentation: Testing strategies like 
Socratic prompting for improved diagnostic interactions.

End-to-End Implementation & Validation:

- Quantifiable Metrics: Evaluating model effectiveness using 
metrics like ROUGE and interrater reliability.

- Expert Involvement: Neurosurgeons and other experts to 
ensure alignment with medical standards.

- LLM Finetuning: Using a fixed medical database for 
comprehensive evaluation and benchmarking.
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