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Method Overview

At each iteration, tokens are dynamically selected using a combination of the 
clustering results, noise magnitude, and token staleness.

Token Pruning via Masking
Algorithm 1 is an example of how our method applies to the attention mechanism.

Correlation Between Predicted Noise and 
Historical Noise

Proposition 1. Selecting tokens with larger relative noise in the current step 
increases the likelihood that these tokens will exhibit a larger relative noise in 
subsequent steps.

Balancing Noise-Based Token Selection 
with Distributional Considerations

Clustering Gives Rise to Spatial Details
Enforcing Spatial-awareness while Clustering

After adding this positional encoding, we perform KMeans.

Experiments
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