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• Jan. 2020 ~ Sept. 2024*

• On average ~17.3 QA pairs per day

Motivation: Daily-updated Benchmark for 

LLMs’ Continuous Evaluation

Daily Oracle Dataset

Dataset Construction

How Do Models Perform on Daily Oracle Overtime?

• Decline 20.14% on TF questions, and 23.26% on MC questions!

• Gradual decline in the recent past & rapid decline in the near future

• Consistent performance decline after September 2021

Can RAG Save the Declining?

• More updated information may help with the performance

• However, the overall performance decline pattern persists

What if  the Gold Articles are Given?

• ～90% accuracy demonstrates answerability

• The downward trend still exists

• Likely due to out-of-date representations in LLMs

• In-context knowledge updates are insufficient, and continuous model 

updates are necessary

Conclusion

• We introduce Daily Oracle, a continuously updated QA benchmark 

leveraging daily news to evaluate the temporal generalization and future 

prediction capabilities of LLMs 

• Model performance degrades over time, even with RAG/gold articles

• Our findings underscore the necessity for ongoing model updates with 

more current information

• We call for continual learning methodologies to bridge this 

performance gap

Daily Oracle: Automatically generated QA dataset from daily 

news to assess LLMs’ temporal generalization and forecasting 

abilities. 

Static 

• Quickly become outdated 

due to new models and new 

training data

• Without temporal dimension

• Cannot do continuous 

evaluation

Existing Benchmark Our Benchmark

Daily-updated

• Daily news provides a 

natural setting for continuous 

evaluation of LLMs

• Can access how the future 

prediction capabilities of 

LLMs evolve over time

Project Website

& Dataset

* Daily Oracle is updated daily. For the 

current analysis, a subset of the data is used 

Q: How does access to news articles up to different RAG cutoffs influence 

LLM performance? 

Setting: We give models direct access to the gold article from which the 

question is generated, framing the task as reading comprehension
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