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Introduction

Results with standard fine-tuning vs using AgentMerge

Contributions

● Empirical evidence demonstrating the effectiveness of model merging 
to alleviate issues like catastrophic forgetting in LLM fine-tuning

● Insights into the disconnect between expert trajectory prediction and 
downstream task success, highlighting the need for more robust 
fine-tuning

● An open-source 140M token dataset of successful expert traces and a 
complete fine-tuning pipeline for further research and experimentation
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Fine-tuning Pipeline and WorkArena
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Future Work

● Behavior cloning, where models learn from expert-generated data to 
replicate decision-making processes, has shown potential in 
enhancing accuracy

● However, fine-tuning still faces significant challenges, such as 
catastrophic forgetting and degradation of reasoning abilities learned 
during pretraining

● AgentMerge enhances generalization in fine-tuned LLM agents by 
merging agentic fine-tuning with instruction-tuning

WorkArena is a collection of tasks which measure the ability of web 
agents to interact with basic UI components in the ServiceNow 
platform

While standard fine-tuning seems to suffer from catastrophic forgetting while fine-tuning, AgentMerge shows some more resilience 
and overall leads to better performance on the downstream task

● AgentMerge enhances generalization in fine-tuned LLM agents by 
merging agentic fine-tuning with instruction-tuning. 

● It interpolates agentic vectors from expert trajectories with 
instruction-tuned models, reducing catastrophic forgetting and 
improving task performance.

● Experiments demonstrate superior results over standard fine-tuning 
and model ensembling. 

● More sophisticated merging anchored for agentic 
fine-tuning

● Elaborate fine-tuning strategies involving counterfactual 
generation and preference optimization in sync with 
model merging

● Increase scale of training data with more in-the-wild 
traces

Cool Resources!


