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Left: On UniRef 50, we consistently outperform baseline methods. Right: S2T2-k means our method is

regularized with entropy penalty of strength k. The translation matrix is trained on OLMo- 1B and used
to initialized a OLMo-/B, on which the loss is evaluated.
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